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K8s security 
monitoring needs 
network visibility

Traditional tools for K8s security visibility 
(host-based agents and application log 
monitoring) leave several blind spots

● Lack of visibility into interaction 
between containers

● Ineffective in detecting cross-account 
escape scenarios

● Black-box detections are noisy without 
actionable insights
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Network Monitoring in Kubernetes environments

Acquiring traffic
1.CNI Native traffic mirroring
2.Sidecar per container
3.Sensor-agent per host 
4.Kubernetes Plugin
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Network Monitoring in Kubernetes environments

CNI native traffic 
mirroring

Sidecar per 
container

Sensor-agent per 
host

Kubernetes plugin

How it works Native support for 
mirroring traffic

Selectively inject 
sidecar on containers 
to sniff / tunnel traffic

Agent sniffs and 
analyzes traffic per 
pod/namespace

Custom K8s plugin to 
sniff / tunnel traffic

Pros ● Native support is 
scalable, requires 
limited support / 
maintenance

● Lightweight sidecar / 
no tax on host
● Can monitor 

container traffic

● Per-host policy 
controlled by security 
team (not part of 
DevOps process)

● High flexibility

Cons ● Limited platforms 
support traffic 
mirroring

● Need to be built into 
the DevOps process
● Need to encrypt 

traffic if it leaves the 
host

● Heavyweight - traffic 
determines host 
resources needed
● Can only monitor 

pod/pod traffic

● Plugins are DIY / OS 
tooling
● Requires custom K8s 

implementation, 
admin privileges
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Sidecar per container

• Inject sidecar per container to sniff traffic
• VxLAN encap + tunnel to a destination 

(on the host or a central collection)
• Pros: 

• Lightweight sidecar / no tax on host
• Can monitor container traffic

• Cons: 
• Need to be built into the DevOps process
• Need to encrypt traffic if it leaves the host
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Sensor-agent per host

• Host agent to tap veth per namespace 
• Agents can mirror or mirror+analyze traffic

• Sensor-agent: Software sensor to mirror + 
analyze 

• Mirror-agent: e.g. gigamon, cpacket to 
mirror only

• Pros: 
• Per-host policy controlled by security team 

(not part of DevOps process)
• Cons: 

• Heavy - volume of traffic determines 
resources needed for the sensor-agent

• Can only monitor pod/pod traffic

https://www.gigamon.com/content/dam/resource-library/english/solution-brief/sb-gigavue-cloud-suite-kubernetes.pdf
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Enrichment of Zeek Logs with K8s context

● Queries K8s API to get all pods, 
then populates zeek record/table 
with IP to pod detail mapping

● Any Pod details available from the 
API could be added to conn.log

● Zeek Script uses Input Framework 
or ZeekJS plugin
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Detecting Log4j in Kubernetes environment

Conn.log enriched with K8s context
notice.log indicating LOG4J detection
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Other Considerations

∙ Pod-pod & container-container traffic will have high volume; how to balance 
optimal visibility against heavy log volume?

∙ Engineered visibility - some container traffic flows are much more interesting 
than others; how to surgically select flows to mirror? 

∙ Processing of traffic - Centralized on a separate host vs distributed on each host
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QUESTIONS?
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NETWORK DETECTION & RESPONSE | ON PREM AND CLOUD


