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Upstream dependencies

- 1import !=1 dependency

- Inventory not only direct dependencies,
but also 2nd/3rd/Nth level

48 Dependencies &

accepts

bytes

cookie

depd
encodeurl
express

fresh

inherits
merge-descriptors
mime-db
negotiator
path-to-regexp
range-parser
safer-buffer
setprototypeof
type-is

vary

array-flatten

content-dispositi...

cookie-signature
destroy
escape-html
finalhandler
http-errors
ipaddr.js
methods
mime-types
on-finished
proxy-addr
raw-body
send
statuses
unpipe

body-parser
content-type
debug
ee-first

etag
forwarded
iconv-lite
media-typer
mime

ms

parseurl

gs
safe-buffer
serve-static
toidentifier
utils-merge
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NSA/CSS Technical Cyber Threat Framework (NTCTF v2) —

Administration Engagement Presence Presence Effect Ongoing Processes
Planning . |Delivery | Execution | [Credential Access . |Monitor | Analysis, Evaluation, and Feedback

Analyze operason Access via vireless Create scheduled task Add or moddy credensals Acivaie recording Abandon infrastruciure

Determine strategy and goals Aler communicagons path Execute via service controlier Conduct social engineering Collect passively Conduct eflects assessmens

Issue operasonal direcive Compromise supply chain o trusted source Execute via third-party sofware Crack passwords Enable other operatons Refine potenial vicims

Produce operasonal plans Connect removable media Injectinto running process Dump credengals Log keystrokes Command and Control

Receive approval to execuie operatons  Connect rogue network devices Leverage authorzed user Hiack acive credensal Maintain access Beacon to midpoins

Select intended vicims Infect via websies Replace exising binary Locate credendais Take screen capiure Estabiish peer network
'Resource Development | Inject database command Run commands in shel Log keystrokes [Exfiltrate | Relay communicasons

Acquire operadonal infrastruciure Leverage devioe swapping Run fieless payload Lateral Movement i Collect crossialk Send commands

Buid aliances and parinerships Send malicious email Use interpreted scrips Explot peer connecions Collect from local system Use botnet

Create bonet Transport via common network infrastructure Use 0S APIs Logon remoiely Coliect from network resources Use chained protocols

Develop capabilies Traverse CDS or MLS Use remoie services Pass the hash Compress daia Use peer connecions

Obiain financing Use chat services Use trusted applicaton 10 execute unirusted code Pass the icket Disclose data or informason Use remote shel

Seed supply chain Use compromised host Wrie to disk Repicate through removable media Pesiion data Use removable media

Staffand train resources Use legimate remoie access /Internal Reconnaissance Taint shared content Run colecion script [Evasion
"Research i Use physical network bridge Enumerate acoouns and permissions Use appicason-deployment sofwiare Send over C2 channel Access raw disk

Gather informason [Exploitation | Enumerate fle sysiem Use remote services Send over non-C2 channel Avoid data-size fimis

Idensty capabity gaps Abuse protocos Enumerate local network connecions irte o remote fie shares Send over other network medium Block indicators on host

Idensly inbrmadon gaps Access virual memory Enumerate local nework sesings Wri to shared webroot Throde data Degrade securty producs

Conduct social engineering Enumerate OS and sofware Persistence 1 Transker via physical means Delay actviy
Defeat encrypion Enumerate processes Create new service Traverse CDS or MLS Employ ang-orensics measures

Explot frmware vuinerabity Enumerae windows Create scheduled task Modify. | Employ ani-reverse-engineering measures
'Reconnaissance | Explot local applicason vulnerabiity Map accessible networks Edt boot record Aler data Employ rookdt

Conduct social engineering Explot OS vulnerabity Scan connected devices Edt fle-type assodiatons Aller process outcomes Encode data

Gather credentals Expiot remoie appicaion vulnerabily Snif network Employ logon scrip's Cause physical efiects Encrypt daia

Idendfy crosstak Explot weak access controls |Privilege Escalation Leverage path-order execuion Change machine-to-machine communicasons Impersonate legimate fie

Map accessible networks Hiack Explot appicason vuinerabiity Modiy BIOS Change run-sia of sysiem processes Manipulate trusied process

Scan devices Impersonate or spoof user Explot frmware vuinerabity Modify conigurasion to facitate launch Deface webstes Mimic legfimate trafic

Scrape webstes Launch zero-day expiot Explot OS vulnerabiy Mody exising services Defeat encrypion Modily maiware to avok detecson

Select poiendal vicims Leverage explok packs Injectinio running process Modiy links Deny 1 Obfuscae daa

Survey devices Leverage trusted relasonship Use accessibilty features Modify service configurasion Corrupt fies or applicaons Remove logged data

Use social media Replay Use legiimate credentals Replace service binary Degrade Remove foolkt
Staging i Seto load at sarup Disrupt or denial of service Sign malicious conient

Add explois to appiicason data fies Use library-search hjack daa o render unusable Store fies in unconvengonal locason

Alloca'e operaional infrastruciure Legend Destroy | Taior behavior to environment

Create midpoins B = Brick disk or OS (1l delete) Use signed content

Establish physical proximgy | Objecive Corrupt disk or OS (pargal deiete)

Infect or seed websie Acion Delete data

Pre-posiion payioad Destroy hardware
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Business systems

Command and Control systems
Embedded and Weapon systems
Intelligence analysis systems
Autonomous systems

Assisted human operations
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Figure 2: Conceptual Model



*\‘”/' What is the DoD Enterprise DevSecOps

m Joint Program with OUSD(A&S), DoD CIO, U.S. Air Force, DISA and the Military Services.

m Technology:

Avoid vendor lock-in at the Infrastructure and Platform Layer by leveraging FOSS with Kubernetes and OCI
containers,

Creating the DoD Centralized Artifacts Repository (DCAR) of hardened and centrally accredited containers:
selecting, certifying, and securing best of breed development tools and software capabilities (over 170+
containers) - https://dccscr.dsop.io/dsop/ and_https://dcar.dsop.io

Baked-in Zero Trust Security with our Sidecar Container Security Stack (SCSS) leveraging behavior detection,
zero trust down to the container/function level.

Leveraging a Scalable Microservices Architecture with Service Mesh/API Gateway and baked-in security (Istio)

Leveraging KNative to avoid lock-in to Cloud provider Serverless stacks

m Bringing Enterprise IT Capabilities with Cloud One and Platform One — Cloud and DevSecOps as Managed
Services capabilities, on-boarding and support!

m Standardizing metrics and define acceptable thresholds for DoD-wide continuous Authority to Operate

m Massive Scale Training with Self Learning Capabilities (train over 100K people within a year) and bring state of
the art DevSecOps curriculum

m Creating new Agile contracting language to enable and incentivize the use of DevSecOps

Integrity-Service-Excellence
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Internet

Istio-ingress envoy
SC SC —

ISTIO Control
Plane
Pilot/Mixer/

SC (Side Car) — One for each Service instance (A containerin
each POD)
- Envoy proxy
- Service discovery, Load balancing, Failure handling, Circuit
breaking (Limits), Fault injection (for troubleshooting), Health
checks
- Mutual TLS
ISTIO Control plane:
- Pilot:
- Service discovery glue between Envoy and K8S
- Traffic rule configuration
- Security
- Role based Access control (Pluggable RBAC engine,
support for local RBAC, K8S RBAC adapters, but facility
to add new adapters — Example AAF RBAC adapter)
- Certificate Authority

1
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\.;./ From Waterfall to DevSecOps

U.S. AIR FORCE

APPLICATION DEVELOPMENT APPLICATION DEPLOYMENT APPLICATION
LIFETIME PROCESS ARCHITECTURE AND PACKAGING INFRASTRUCTURE
ol
Waterfall Monaolithic Physical Servers Hosted
Months D‘ i — =2
somelimes D’. o uﬁ _ e .
Years [:]--'
[ i [ i
[ 1 [ 1
Y Y Y Y
Agile N-Tier Virtual Servers Data Center
Months '.\ o
and A @ -@
{ Apent
Weeks % @ 5 v
| | | [
- g H el - S
Y Y Y Y
DevOps Microservices Containers Cloud
Weeks ,—'"©‘~\ pemmmmey
. : b ~ ~ ' :
Sometimes ;2\ S ! f
oo || ee || I
‘\‘ \©‘ 5' - 2 R ;
™ 1 I

Integrity-Service-Excellence
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s Understanding the DevSecOps Layers

U.S. AIR FORCE

icati c<
Development Teams can build ‘ Application S
software/microservices leveraging Layer
hardened containers
Service Mesh

Layer

Development Team selects between approved K8S stacks

Infrastructure

Layer

5

)

£
23
S 2 . . U
= 2 P Continuous Integration / oD
o o un Continuous Delivery S &h
=S . . (@)

8 Fully containerized, leverages DoD approved containers from DCAR (ClICD) Layer D =
% o Development Team selects tools from 172 approved containers orcustom 3
o 3 . containers
> o
SO S—— : . e Platform
= up ONCFcompliant Kubemetes (K8S) Layer
O g LEVELUP Includes Site Reliability Engineers (SREs)etc.

(@)]

(O

o

3

Integrity-Service-Excellence
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\.;'/ Sidecar Container Security Stack

U.S. AIR FORCE

m Baked-in Zero Trust security down to the Container/Function level with Istio
(Envoy) and Knative.

m Centralized logging and telemetry with Elasticsearch, Fluentd, Kibana (EFK).

m Container security: Continuous Scanning, Alerting, CVE scanning, Behavior
detection both in development and production (Build, Registry, Runtime) with
Twistlock

m Container security and insider threat (custom policies detecting unapproved
changes to Dockerfiles) with Anchore

m Automated STIG compliance with OpenSCAP

Integrity-Service-Excellence



DoD Enterprise DevSecOps Architecture®

Centralized DoD
Enterprise DevSecOps
Application/ Microservices Artifacts R it
Program : ifacts Repository
Souorcgecode built by DoD Programs. Continuously
Hardens Docker Public

repository DoD Enterprise DevSecOps Platform™ Artifacts Hrdne! e
Repository™* Source Libraries

pulls
Microservices Architecture
(511(0)]

DevSecO Sidecar DoD OCIODISA

Contain .
Centralized
ps CI/CD or pulls entralize

pipeline** Security FluentdReal “Elacticsearch - Logs/Telemetry****

time pushes
Stack pulls
Kubemetes Per DoD Service for

Service-wide Visibility
Logs/Telemetry™***

*each DoD Program can have its own instantiation Optional Abstraction Layer with
of the DoD Enterprise DevSecOps Platform on any Red Hat OpenShift or PKSor CNCF
Cloud. compliant Kubemetes Product
** can be installed with single command and
deployed on any Cloud.

*** could be deployed inside an enclave or on-

Bare-metal, GovCloud, AWS Secret, Azure Secret,
premises mil CIOUd, CZS, Jedi- . -***
**** gives complete visibilities of assets,

security/vulnerability state etc. can be integrated to
existing cybersecurity shared services.



DevSecOps Software Lifecycle

Figure 3: DevSecOps Software Lifecycle
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DevSecOps Pillars

ASRAS R

1. FzAHIK#H Buy-in;

2. FIHRAHZIRREE, FRITVAEAE,
3. Habr=HoAl Y, A Action;
4. TR~ IR

e
1. Test-Driven Development; ORGANIZATION
2- Q ij] ’f/t, ¢ Culture shift & buy-in

3. ﬁé‘g‘){—i’ %ﬁm//l\}\]::l:}ﬁ, <*Communication &

collaboration

*+Security/QA
throughout

*»Learn from success/
failure

**Feedback and user-
driven change

DevSecOps

PROCESS TECHNOLOGY
**Collaborative design “»*Tool adoption
< Test-driven «* Automation and
development orchestration
«*Common and ++Cloud and
automatable tasks containerization
+*Continuous s Infrastructure as
adaptation and Code
improvement «»*Security as Code

+»*Continuous ATO

Figure 4: DevSecOps Pillars

GOVERNANCE

**Built-in governance
control

“*Uniform policy
enforcement

*»*Data-driven validation

**Enhanced visibility

“*Inherited
certifications and
authorizations
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Figure 8: DevSecOps Ecosystem
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\.;./ DevSecOps Software Factory

U.S. AIR FORCE

v

Test environments: / Code,
. [ Scripts
Unit tests .

Static code analysis
Functional tests

Interface tests
Dynamic code analysis

Release
Package

Integration &
)|Pre-production
Environment

Dev
[Environment

SOFTWARE FACTORY

@ Software Factory Pipeline ~————p Data Flow ¥ Control Gate

Software Factory Tools Pipeline Control

Figure 9: DevSecOps Software Factory
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Activities

V Plan

Description

Outputs

Tool

DevSecOps ecosystem design

Design the DevSecOps process workflows that

Change management process;

DevSecOps process flow chart; DevSecOps

Dependencies
Team collaboration system

are specific to this project - System design; ecosystem tool selection;
- Release plan & schedule. Deployment platform selection
Project team onboarding Plan the project team onboarding process, Organization policy Onboarding plan Team collaboration system

planning

interface, access control policy

Change management planning

Plan the change control process

Organizational policy;
Software development best
practice.

Change control procedures; Review
procedures;
Control review board; change management plan

Team collaboration system;
Issue tracking system

Configuration management (CM)
planning

Plan the configuration control process; Identify
configuration items

Software development, security
and operations best practice;

IT infrastructure asset;
Software system components.

CM processes and plan; CM tool selection;
Responsible configuration items;

Tagging strategy

Team collaboration system;
Issue tracking system

Software requirement analysis

Gather the requirements from all stakeholders

Stakeholder inputs or feedback;
Operation monitoring
feedback;

Test feedback.

-Feature requirements
-Performance requirements
-Privacy requirements
-Security requirements

Team collaboration system;
Issue tracking system

System design

Design the system based the requirements

Requirements documents

Documents:

-System architecture

-Functional design

-Data flow diagrams

-Test plan

-Infrastructure configuration plan
-Tool selections

-Development tool

-Test tool

-Deployment platform

Team collaboration system;
Issue tracking system
Software system design tools
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U.S. AIR FORCE

Plan

Activities Description Outputs Tool
Dependencies
Project planning Project task Task plan & schedule; Team
management Release plan & collaboration
Release planning schedule. system;
Project
management
system
Risk management Risk assessment - System Risk management plan Team
architecture; collaboration
- Supply chain system;
information;
- Security risks.
Configuration Discover or manual -IT infrastructure Configuration items CMDB;
identification input configuration asset; Source code
items into CMDB; - Software system repository;
Establish system components Artifact
baselines (include DevSecOps repository;
tools); Team
-code baselines collaboration
-document system
baselines.
Threat modeling Identify potential System design Potential threats and Threat modeling
threats, weaknesses mitigation plan tool
and vulnerabilities.
Define the mitigation
plan
Database design Data modeling; System requirement; Database design Data modeling
database selection; System design document tool;
Database deployment Team
topology collaboration
system
Design review Review and approve plans and documents Plans and design documents; Review comments; Action items Team collaboration
system
Documentation version control Track design changes Plans and design documents; Version controlled documents Team
collaboration system




Activities

M Dev

U.S. AIR FORCE

Description

Outputs

Tool
Dependencies

language or data structure supported by the database;
Implement triggers, views or applicable scripts;
Implement test scripts, test

data generation scripts.

definition, triggers, view definitions,
test data, test data
generation scripts, test scripts, etc.)

Application code Application coding Developer coding Source code IDE
development input
Infrastructure code development -System components and infrastructure orchestration Developer coding input Source code IDE
coding
-Individual component configuration script coding
Security code development Security policy enforcement script coding Developer coding input Source code IDE
Test development Develop detailed test procedures, test data, test scripts, | Test plan Test procedure document; Test IDE;
test scenario configuration on the specific data file; Test scripts Specific test tool
test tool
Database development Implement the data model using data definition Data model Database artifacts (including data IDE or tools come with the

database software

Code commit

Commit source code into
version control system

Source code

Version controlled
source code

Source code
repository

Code commit scan

Check the changes for sensitive information before
pushing the changes to the main repository.

If it finds suspicious content, it notifies the developer
and blocks the commit.

Locally committed source code

Security findings and warnings

Source code repository security
plugin

Code review

Perform code review to all source code. Note that pair
programming counts.

Source code

Review comments

Code quality review tool

Documentation

Detailed implementation documentation

User input; Source code

Documentation; Auto generated
Application Programming
Interface (API) documentation

IDE or document editor or build
tool

Static code scan before commit

Scan and analyze the code as the developer writes it.
Notify developers of
potential code weakness and suggest remediation.

Source code; known
weaknesses

source code weakness findings

IDE security plugins

Container or VM hardening

Harden the deliverable for production deployment

Running VM or container

Vulnerability report and
recommended

Container security tool
Security

miti%ation comgliance tool




U.S. AIR FORCE
Activities

V Build

Description

Outputs

Tool
Dependencies

security test and scan

vulnerabilities and weaknesses

recommended mitigation.

Build Compile and link Source code; dependencies Binary artifacts Build tool; Lint tool;
Artifact repository
Static application Perform SAST to the software system Source code; known Static code scan report and SAST tool

Dependency Identify vulnerabilities Dependency list or BOM list Vulnerability report Dependency checking / BOM checking tool
vulnerability checking in the open source dependent components
Containerize Packages all required components OS, Container base image; Container image Container builder
developed code, libraries, etc.) into a Container build file
hardened container
Release Package binary artifacts, Binary artifacts; Released Release packaging tool
packaging container or VM images, Scripts; package with
infrastructure Documentation; checksum and
configuration scripts, Release notes digital
proper test scripts, signature
documentation,
checksum, digital
signatures, and release
notes as a package.
Store artifacts Store artifacts to the Binary artifacts; Versioned Artifact Repository
artifact repository Database artifacts; controlled
Scripts; artifacts
Documentation;
Container images
Build Track build results, Build results; Version Team collaboration
configuration SAST and dependency SAST report; controlled system;
control and audit checking report; Dependency build report; Issue tracking system;
Generate action items; checking report Action items; CI/CD orchestrator
Make go/no-go decision Go/no-go
to the next phase decision
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Activities

Unit test

Testing

Description

Assist unit test script development and unit test
execution. It is typically language specific.

Unit test script, individual software unit
under test (a function, method or an
interface), test

input data, and expected output data

Outputs

Test report to determine
whether the individual
software unit

performs as designed.

Tool
pendencies
Test tool suite, Test coverage
tool

Dynamic application security test
and scan

Perform DAST or IAST testing to the software system

Running application and underlying OS;
fuzz inputs

Vulnerability, static code
weakness and/or dynamic code
weakness report and
recommended mitigation

DAST tool or IAST tool

Integration test

Develops the integration test scripts and execute the scripts
to test several software units

as a group with the interaction between the units as the
focus.

Integration test scripts, the software
units under test, test
input data, and expected output data

Test report about whether the
integrated units
performed as designed.

Test tool suite

System test

System test uses a set of tools to test the complete software
system and its interaction with users or other external
systems.

System test scripts, the software system
and external dependencies, test input
data and

expected output data

Test result about if the system
performs as designed.

Test tool suite

Manual security test

Such as penetration test, which uses a set of tools and
procedures to evaluate the security of the system by
injecting authorized simulated cyber-attacks to the system.

CI/CD orchestrator does not automate the test, but the test
results can be a control point in the pipeline.

Running application, underlying OS,
and hosting environment

Vulnerability report and
recommended mitigation

Varies tools and scripts (may
include network security test
tool)

Performance test

Ensure applications will perform well under the expected
workload. The test focus is on application
response time, reliability, resource usage and scalability.

Test case, test data, and the software
system

Performance metrics

Test tool suite, Test data
generator

Regression test

A type of software testing to confirm that a recent program

or code change has not adversely affected existing
features.

Functional and non- functional
regression test cases; the software
system

Test report

Test tool suite
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Activities

Testing

Description

Outputs

Tool

Acceptance test

Conduct operational readiness test of the system. It generally
includes:

Accessibility and usability test failover and recovery test
performance, stress and volume test

security and penetration test interoperability test

compatibility test supportability and

maintainability

The tested system Supporting system Test
data

Test report

pendencies
Test tool suite, Non-security
compliance scan

Container policy enforcement

Check developed containers to be sure they meet container
policies

Container, Policies in SCAP form

Container compliance
report

Container policy enforcement

Compliance scan

Compliance audit

Artifacts;
Software instances; System components

Compliance reports

Non-security compliance scan;
Software license compliance
checker; Security compliance tool

Test audit Test audit keeps who performs what test at what time and test | Test activity and test results Test audit log Test management
results in records tool
Test deployment Deploy application and set up testing environment using Artifacts (application artifacts, test code) The environment ready to run Configuration automation tool; [aC
Infrastructure as Code Infrastructure as tests
Code
Database functional test Perform unit test and functional test to database to verify the Test data Test results Database test tools

data definition,
triggers, constrains are implemented as expected

Database non- functional test

Conduct performance test, load test, and stress test;
Conduct failover test

Test data; Test scenarios

Test results

Database test tools

Database security test

Perform security scan; Security test

Test data; Test scenarios

Test results

Vulnerability findings;
Recommended
mitigation actions

Test configuration control and audit

Track test and security scan results;
Generate action items;
Make go/no-go decision to the next phase.

Test results; Security scan and compliance
scan report

Version controlled test results;
Action items; Go/no-go decision

Team collaboration system;
Issue tracking system; CI/CD
orchestrator
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Activities

A V.
M Release

Description

Tool
Dependency

Release go / no- go This is part of configuration audit; Decision on Design go / no-go CI/CD
decision whether to release artifacts to the artifact repository documentation; decision; Orchestrator
for the production environment. Test reports; Artifacts are
Security test and tagged with
scan reports; release tag if
Artifacts o
ecision is
made
Deliver released Push released artifacts to the artifact repository The release New release in | Artifacts
artifacts package the artifact repository
repository
Artifacts Replicate newly release artifacts to all regional Artriacts Artifacts in all | Artifacts
replication artifact repositories regional repositories
arfifact (release
repositories regional)




Activities

V Deploy

U.S. AIR FORCE

Description

Outputs

Tool
Dependency

Artifact download

Download newly release artifacts from the artifact repository

Artifact download
request

Requested artifacts

Artifact repository

Infrastructure provisioning automation

Infrastructure systems auto provisioning (such as software defined networking,
firewalls, DNS, auditing and logging system, user/group permissions, etc.)

Infrastructure configuration
scripts / recipes /

Provisioned and configured
infrastructure

Configuration automation tools;
TaC

manifests / playbooks
Create linked clone of VM master Instantiate VM by creating a link clone of parent VM with master image VM parent New VM New VM instance Virtualization Manager
image instance parameters
Deliver container to container registry | Upload the hardened container and associated artifacts to the container registry Hardened container New container instance CNCF-
certified Kubernetes; Artifact
repository

container registry

Post-deployment security scan

System and infrastructure security scan

Access to system components
and infrastructure
components

Security vulnerability
findings

Security compliance tool

Post-deployment checkout

Run automated test to make sure the important functions of system are working

Smoke test scenarios and
test scripts

Test results

Test scripts

artifact deployment

Database installation and database

Database software installation; Cluster or high availability setup;
Database artifacts deployment and data loading

Artifacts in the repository;
data

Running database

system

Artifact repository; Database
automation tool;

Data masking or encryption
tool if needed
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Activities

N .
M Operation

Description

Inputs

Outputs

Tool

Dependency

Backup Data backup; System backup Access to backup system Backup data or image Backup management; Database
automation tool
Scale Scale manages VMs/containers as a group. The | Real-time demand and VM/container Optimized resource allocation VM management capability on the
number of VMs/containers in the group can be | performance measures Scale policy (demand or hosting environment;
dynamically changed based on the demand and | Key Performance Indicator (KPI)threshold;
policy. minimum, desired, and Container management on the hosting
maximum number of VMs/containers) environment
Load balancing Load balancing equalizes the resource Load balance policy Real time traffic load and Balanced resource utilization VM management capability on the
utilization VM/container performance measures hosting environment;
Container management on the
hosting environment
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A V.
M Monitor

Activities Description Outputs Tool
Dependencies
Logging Log system events All user, network, Logs Logging
application, and data activities
Log analysis & auditing Filter or aggregate logs; Analyze and correlate logs Logs Alerts and remediation report Log aggregator
Log analysis & auditing

System performance monitoring

Monitor system hardware, software, database, and

network performance; Baselining system
performance; Detect anomalies

Running system

Performance KPI measures;
Recommended actions;
Warnings or alerts

Operation monitoring Issue
tracking
system; Alerting and notification;

System Security monitoring

Monitor security of all system components
Security vulnerability assessment
System security compliance scan

Running system

Vulnerabilities; Incompliance Findings;
assessments and recommendations;
Warnings and alerts.

ISCM;

Issue tracking system; Alerting
and notification;

Operations dashboard

software) compliance checking, analysis, and reporting

Configuration baseline

actions;
Warnings and alerts

Asset Inventory Inventory system IT assets IT assets Asset inventory Inventory
Management;
System configuration monitoring | System configuration (infrastructure components and Running system configuration; Compliance report; Recommended ISCM;

Issue tracking system; Alerting
and notification;
Operations dashboard

Database
monitoring and
security auditing

Database performance and
activities monitoring and
auditing

Database traffic,
event, and
activities

Logs;
Warnings and alerts

Database
monitoring tool;
Database
security audit
tool;

Issue tracking
system,;
Alerting and
notification;
Operations
dashboard
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Activities Activities Table Tool Dependencies Tool Table Reference

Reference

Threat modeling Plan Table 4 Threat modeling tool Table 3

Security code Develop Table 7 IDE Table 6

development -

Static code scan before Develop Table 7 IDE security plugins Table 6

commit

Code commit scan Develop Table 7 Source code repository security Table 6
plugin

Container or virtual Develop Table 7 Container security tool Table 10

machine hardening Security compliance tool

Static application security Build Table 9 SAST tool Table 8

test and scan

Dependency Build Table 9 Dependency checking / BOM Table 8

vulnerability checking checking tool

Dynamic application Test Table 11 DAST tool or Table 10

security test and scan IAST tool

Manual security testing Test Table 11 Varies tools and scripts (may Table 10

(such as penetration test) include network security test tool)

Container policy Test Table 11 Container policy enforcement Table 10

enforcement

Post-deployment security Deploy Table 15 Security compliance tool Table 10

scan

System Security Monitor Table 19 Information Security Continuous Table 18

monitoring Monitoring (ISCM)
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Source Repository
GitHub Government
GitLab

Container Management
technologies:
Kubernetes

Openshift

VMWare Tanzu

PKS

OKD

Rancher (K8S only)
D2IQ (K8S only)

Docker EE (K8S only)

Container Packagers:
Helm
Kubernetes Operators

DevSecOps Product Stack (1)

APl Gateways

Kong

Azure API

AWS API

Axway

3Scale

Apigee

ISTIO (service mesh)

Artifacts
Artifactory
Nexus
Maven
Archiva
S3 bucket

Programming Languages
C/C++
C#/.NET
.NET Core
Java

PHP
Python
Groovy
Ruby

R

Rust
Scala

Perl

Go
Node.JS
Swift

Integrity-Service-Excellence

Databases
SQL Server
MySQL
PostgreSQL
MongoDB
SQLite

Redis
Elasticsearch
Oracle

etcd
Hadoop/HDInsight
Cloudera
Oracle Big Data
Solr

Neo4J
Memcached
Cassandra
MariaDB
CouchDB
InfluxDB (time)
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Message bus/Streams
Kafka

Flink

Nats

RabbitMQ

ActiveMQ

Proxy

Oauth2 proxy

nginx Idap auth proxy
openldap

HA Proxy

Visualization
Tableau
Kibana

Logs

Logstash

Splunk Forwarder
Fluentd

Syslogd

Filebeat

rsyslog

Webservers
Apache?2
Nginx

S

Lighttpd
Tomcat

Integrity-Service-Excellence

Docker base images OS:

Universal Base Image

Serverless
Knative
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MSBuild
CMake
Maven
Gradle
Apache Ant

Tests suite
Cucumber
J-Unit
Selenium
TestingWhiz
Watir

Sahi
Zephyr
Vagrant
AppVerify
nosetests
SoapUl
LeanFT

DevSecOps Product Stack (3)

Test coverage
JaCoCo
Emma
Cobertura

codecov

CI/CD Orchestration
Jenkins (open source)
CloudBees Jenkins
GitLab

Jenkins plugins

Dozens (Need to verify security).

Configuration Management/
Delivery

Puppet

Chef

Ansible

Saltstack

Security

Tenable / Nessus Agents
Fortify

Twistlock

Aqua

SonarQBE

Qualys

StackRox

Aporeto

Snort

OWASP ZAP

Contrast Security
OpenVAS

Metasploit

ThreadFix

pylint

JFrog Xray

OpenSCAP (can check against
DISA STIG)
OpenControl for compliance
documentation

Integrity-Service-Excellence

Security (2)

Snyk

Code Climate

AJAX Spider

Tanaguru (508 compliance)
InSpec

OWASP Dependency-Check
Burp

HBSS

Anchore

Checkmarx

SD Elements

Clair

Docker Bench Security
Notary

Sysdig

Layered Insight

BlackDuck

Nexus IQ/Lifecycle/Firewall
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Monitoring

Sensu

EFK (Elasticsearch, Fluentd, Kibana)
Splunk

Nagios

New Relic

Sentry

Promotheus

Grafana

E

DevSecOps Product Stack (4)

Collaboration
Rocket.Chat
Matter.Most
PagerDuty

Plan

Jira
Confluence
Rally

Redmine
Pivotal Tracker

Secrets

Kubernetes Secrets
Vault

Credentials (Jenkins)
CryptoMove

SSO
Keycloak

Integrity-Service-Excellence

Documentation
Javadoc

RDoc

Sphinx

Doxygen
Cucumber
phpDocumentator
Pydoc

Performance
Apache AB
Jmeter
LoadRunner
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Intrusion Detection System (IDS)/Intrusion Prevention System (IPS); malware detection; data loss prevention; host-based
security; log/telemetry aggregation and analysis; and Identity, Credential, and Access Management (ICAM). A Cybersecurity
Service Provider (CSSP) will provide additional services, including Attack Sensing and Warning (ASW), Forensic Media Analysis
(FMA), Assurance Vulnerability Management (AVM), Incident Reporting (IR), Incident Handling Response (IHR), Information
Operations Condition (INFOCON), Cyber Protection Condition (CPCON), Malware Notification Protection (MNP), and Network
Security Monitoring (NSM).
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Self-Learning (1)

m Recommended Videos (Part 1)

m Watch our playlists, available at different expertise levels and continuously augmented!

m Kafka / KSQL (message bus, pub/sub, event driven):
m Beginners: https://www.youtube.com/playlist?list=PLSIv_F9TtLIzz0zt03Ludtid7icrXBesg
m Intermediate: https://www.youtube.com/playlist?list=PLSIv_F9TtLIxxXX00Czt7laO6mD61UIQw
m Advanced: N/A

m Kubernetes
m Beginners: https://www.youtube.com/playlist?list=PLSIv_F9TtLlydFzQzkYYDdQK7k5cEKubQ
m Intermediate: https://www.youtube.com/playlist?list=PLSIv_F9TtLIX8ASFH jFLK40Tt7KUXTN _
m Advanced: https://www.youtube.com/playlist?list=PLSIlv_F9TtLIytdAJiVgabHucWOvn5LrTNW

Integrity-Service-Excellence


https://www.youtube.com/playlist?list=PLSIv_F9TtLlzz0zt03Ludtid7icrXBesg
https://www.youtube.com/playlist?list=PLSIv_F9TtLlxxXX0oCzt7laO6mD61UIQw
https://www.youtube.com/playlist?list=PLSIv_F9TtLlydFzQzkYYDdQK7k5cEKubQ
https://www.youtube.com/playlist?list=PLSIv_F9TtLlx8dSFH_jFLK40Tt7KUXTN_
https://www.youtube.com/playlist?list=PLSIv_F9TtLlytdAJiVqbHucWOvn5LrTNW
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Self-Learning (2)

m Recommended Videos (Part 2)

m Watch our playlists, available at different expertise levels and continuously augmented!

m Service Mesh
m Beginners: https://www.youtube.com/playlist?list=PLSIv_F9TtLIxtC4rDIMQ8QIG5UBCjz7VH
m Intermediate: https://www.youtube.com/playlist?list=PLSIv_F9TtLIWWK Y Cas8Nyw-DsdbH6vI
m Advanced: https://www.youtube.com/playlist?list=PLSIlv_F9TtLIX8VW2MFONMRwWS -2rSJwdn

m Microservices
m Beginners: https://www.youtube.com/playlist?list=PLSIv_F9TtLIz U2 RaONTGYLkzOlh-A L
m Intermediate: https://www.youtube.com/playlist?list=PLSIv_F9TtLIxqjuAXxoRMijvspaEE8L2cB
m Advanced: https://www.youtube.com/playlist?list=PLSIlv_F9TtLIw4CF4F4t3gVV3j0512CMsu

Integrity-Service-Excellence


https://www.youtube.com/playlist?list=PLSIv_F9TtLlxtC4rDIMQ8QiG5UBCjz7VH
https://www.youtube.com/playlist?list=PLSIv_F9TtLlwWK_Y_Cas8Nyw-DsdbH6vl
https://www.youtube.com/playlist?list=PLSIv_F9TtLlx8VW2MFONMRwS_-2rSJwdn
https://www.youtube.com/playlist?list=PLSIv_F9TtLlz_U2_RaONTGYLkz0lh-A_L
https://www.youtube.com/playlist?list=PLSIv_F9TtLlxqjuAXxoRMjvspaEE8L2cB
https://www.youtube.com/playlist?list=PLSIv_F9TtLlw4CF4F4t3gVV3j0512CMsu
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Self-Learning (3)

m Recommended Books
m A Seat at the Table — by Mark Schwartz (former ClO of USCIS. leader inAgile)

This book is highly recommended for ALL leadership as it is not technical but focused on the
challenges around business, procurement and how leadership can enable DevOps across
the organization and remove impediments.

m The Phoenix Project — by the founders of DevOps
m The DevOps Handbook — by Gene Kim, Patrick Debois.

For those who drive to work like me (for hours), please note that these books are available as
Audiobooks.

Integrity-Service-Excellence
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Thank you!

ThreatSource



